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Anharmonic effects of the absorption and fluorescence spectra of pyridine molecule are studied and analyzed
for the two-low lying singlet excited states S1(1B1) and S2(1B2). The complete active space self-consistent
field (CASSCF) method is utilized to compute equilibrium geometries and all 27 vibrational normal-mode
frequencies for the ground state and the two excited states. The present calculations show that the frequency
differences between the ground and two excited states are small for the ten totally symmetric vibrational
modes so that the displaced oscillator approximation can be used for spectrum simulations. The Franck-Condon
factors within harmonic approximation basically grasp the main features of molecular spectra, but simulated
0-0 transition energy position and spectrum band shapes are not satisfactorily good for S1(1B1) absorption
and fluorescence spectra in comparison with experiment observation. As the first-order anharmonic correction
added to Franck-Condon factors, both spectrum positions and band shapes can be simultaneously improved
for both absorption and fluorescence spectra. It is concluded that the present anharmonic correction produces
a significant dynamic shifts for spectrum positions and improves spectrum band shapes as well. The detailed
structures of absorption spectrum of S2(1B2) state observed from experiment can be also reproduced with
anharmonic Franck-Condon simulation, and these were not shown in the harmonic Franck-Condon simulation
with either distorted or Duschinsky effects in the literature.

I. Introduction

Theoretical simulation of molecular dynamics and spectros-
copy starts from Born-Oppenheimer approximation, within
which electronically ground-state and excited-state wave func-
tions are calculated with further approximation methods from
conventional Ab. initio quantum chemistry. Within Born-
Oppenheimer approximation, the Franck-Condon1-3 (FC)
overlap integrals of vibrational wave functions belonging to two
different electronic states are essential quantities in the theoreti-
cal description for the vibronic structure of electronic spectra
like UV absorption, fluorescence, and other nonradiative
processes like electronic and energy transfer. Exact calculation
for multidimensional FC overlap integrals is not practical for
many-atom systems. Harmonic approximation with normal-
mode analysis is commonly utilized to interpret experimental
spectroscopy and anharmonic correction to harmonic ap-
proximation is sometime necessary for making improvement
of simulation. Under harmonic and/or anharmonic approxima-
tion, further approximations can be classified regarding to
difference between ground-state and excited-state vibrational
normarl modes as displaced oscillator approximation, distorted
oscillator approximation, and normal mode-mixing with includ-
ing Duschinsky effect.4 Various analytical and numerical
methods are developed to compute FC overlap integrals with
applications to molecular spectroscopy and energy and electron
transfer processes.5-35

Pyridine molecule has been extensively studied by both
experiments and theoretical simulations for its low-lying excited
states with applications to photophysics and photochemistry.
The lowest singlet excited state S1 has symmetry and transition
type of 1B1 (nfπ*) through experimental absorption spectrum36

and also high resolution optothermal spectroscopy.37 The
fluorescence emission spectrum was also experimentally ob-
served for S1 state.38 The second lowest singlet excited state S2

has symmetry and transition type of 1B2 (πfπ*) through
experimental absorption spectrum.39 There are a large number
of computational studies on equilibrium geometries, vibrational
frequencies, and spectra for ground state and low-lying excited
states of pyridine.40-46 Franck-Condon simulations within
displaced harmonic oscillator approximation including distorted
effects were performed for S1 and S2 absorption spectra,40 and
simulations including Duschinsky effect were performed as
well.41 Both distorted and Duschinsky effects seem small for
absorption spectra of pyridine. It is our motivation in the present
studies to investigate anharmonic effects on the absorption and
fluorescence spectra for pyridine, especially the first-order
anharmonic approximation that is the leading contribution to
spectra is actually performed. With analytical formulation of
absorption and fluorescence coefficients35 as well as computa-
tional formulas for the certain anharmonic constants,47,48 we have
a powerful tool to demonstrate a distinguished contribution, in
which the shifts of spectra, relative intensity and structure
changes of spectra are simulated as a direct consequence of the
first-order anharmonic correction with respect to harmonic
Franck-Condon simulation.

The understanding of anharmonic effect on spectra from
analytical formulation is of importance in which it not only gives
direct insight into phenomena occurring in spectra but also
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provides a way to clearly classify static with dynamic contribu-
tions to spectra in which the conventional numerical method is
hard to distinguish various effects in spectra. As theoretical
calculations for adiabatic potential energy differences between
excited-stated and ground-state equilibrium geometries seems
much larger than experimental observation of 0f0 excitation
energy, we demonstrate in this paper that the discrepancy
between theoretical simulations and experimental observation
is actually due to the first-order anharmonic correction for the
S1 absorption and fluorescence spectra of pyridine. The certain
surviving structures observed in the broaden band S2 absorption
spectrum also show up within the first-order anharmonic
correction.

In Section II, we briefly introduce ab initio methods for
calculation of electronic structures and normal-mode frequencies
of ground and two low-lying singlet excited states of pyridine.
The displaced harmonic approximation with including the first-
order anharmonic correction is also discussed for Franck-
Condon factors. In Section III, the simulation results of
electronic structures and absorption and fluorescence spectra
are reported along with comparison to experimental observations
as well as some other theoretical simulations. Concluding
remarks are given in Section IV.

II. Ab Initio Methods and Anharmonic Franck-Condon
Factors

A. Ab Initio Methods. Both Gaussian0349 and Molcas 7.250

program packages are used for the electronic structure calcula-
tions for ground state (S0(1A1))and the first two low-lying singlet
excited states (S1(1B1) and S2(1B2)). Ab initio quantum chemistry
methods such as HF, CIS, CASSCF, MP2, and B3LYP methods
are selected for computing the equilibrium geometries and 27
vibrational normal-mode harmonic frequencies for these three
electronic states. Base sets 6-311++G** and aug-cc-pVDZ are
adopted in cooperation with the methods mentioned above. We
mainly report calculation results with the CASSCF method in
the text because the CASSCF method is especially good for
geometry optimization of aromatic molecular where resonance
structures are essential. It should be mentioned that the CASSCF
method does not accumulate large fractions of correlation
energy, and thus it is very necessary to do the MP2 or CASPT2
correction for both excitation energy and vibrational normal-
mode frequency at CASSCF geometry. The results from the
other methods are given in the in Supporting Information.
However, the anharmonic constants can be only computed for
the ground state with B3LYP and MP2 methods using Gauss-
ian03.

B. Anharmonic Franck-Condon Factors. The perturbation
method based on harmonic oscillator as the zero-order wave
function can show a clear distinction how the first-order and
second-order terms contribute to molecular absorption and
fluorescence spectra. Starting with perturbation expansion of
the jth vibrational normal-mode potential as

in which λ is chosen as a perturbation parameter and Qj is mass-
weighted normal-mode coordinate. The energy level and wave
function for vibrational normal mode υj can be expanded as a
power series,

and

where �υj
(0)(Qj) denotes the harmonic wave function. Following

Appendix A of ref 35, we obtain the energy level up to the
second-order as

and

in which

and

where �jj
0 and �jj represent the certain anharmonic constants

that are estimated from the diagonal parts of the general form
derived from the third and the fourth derivatives with respect
normal-mode coordinates.47,48 The wave function for the first-
order correction is

The first-order correction is zero for energy but is nonzero
for wave function. Within the displaced anharmonic oscillator
approximation of the first-order correction to harmonic oscillator,
absorption coefficient is analytically derived as,35
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for excitation from electronic ground state a to excited state b
that means ωba > 0 in eq 2.10 for adiabatic energy gap between
b and a. Fluorescence coefficient is analytically derived as well35

for excitation from electronic excited state a to ground state b
that means ωba < 0 in eq 2.11 for adiabatic energy gap between
b and a. Other quantities are same for both eqs 2.10 and (2.11)
where νjj )(epωj/kBT - 1)-1 is the average phonon distribution,
γba represents the dephasing constant (with relation to the
lifetime τba ) 1/γba) between two electronic states, and µbba is
the electronic transition dipole moment. The most important
quantities Ω0 and ηj stand for the first-order anharmonic
correction to Fracnk-Condon factors and given by

and

where ωj is harmonic vabrational normal-mode frequency, and
the Huang-Rhys factor Sj and the displacement di are defined
as

and

where q′n and qn are the mass-weighted Cartesian coordinates
at the equilibrium geometries of the electronic excited state and
ground state, respectively. Transformation matrix L in eq 2.15,
along with q′n and qn are calculated using Gaussian03 program
package. If the dimensionless first-order anharmonic parameter
ηj is equal to zero, the absorption coefficient in eq 2.10 and
fluorescence coefficient in eq 2.11 are exactly same as displaced
harmonic oscillator approximation. From the anharmonic con-
stants in eqs 2.7 and 2.8, we can derive the following expression,

where �0 ) ∑j�jj
0 and �jj can be calculated from Gaussian03

program package, and we assume that the ratio for each mode
�jj

0/�jj is approximately equal to average ratio of summation of

all modes ∑j�jj
0/∑j�jj in the second equality of eq 2.16. A sign

of ηj in eq 2.16 is determined by eqs 2.15 and 2.13 where the
diagonal element aj3 of third derivative with respect to normal-
mode coordinate is estimated from Gaussian03 program package
as well.

The breaking down of mirror image between absorption and
fluorescence spectra is immediate consequence from the first-
order anharmonic correction to Franck-Condon factors, in
which the certain effective Huang-Rhys factor S′j ) Sj(1 (
3ηj) (+ for absorption in eq 2.10 and - for fluorescence
emission in eq 2.11) is no longer the same. The profiles of
absorption and fluorescence spectra now can be very different
in shape as well as in intensity.35 Another anharmonic effect
from the first-order contribution is that the harmonic 0f0
excitation energy is shifted by Ω0 that is interpreted as a dynamic
correction to the main peak of 0f0 transition in spectra. Let
us discuss a possible contribution to Franck-Condon factors
from the second-order anharmnoic correction before going to
the next section, general form of up to the second order
corrections for energy47

in which the off-diagonal element �ij must contribute to
Franck-Condon factors as the second-order anharmonic cor-
rection if we include the second-order wave function in
formulating absorption coefficient in eq 2.1 and fluorescence
coefficient in eq 2.11. The pairwise normal-mode mixings in
the third term of eq 2.17 create the other mode-mixing that
differs from the mode-mixing due to Duschinsky effect. We
can distinguish Duschinsky effect as static mode-mixing with
off-diagonal �ij in eq 2.17 as dynamic mode-mixing. The second-
order anharmonic correction to Franck-Condon factors is our
future investigation. In the present work, we concentrate on the
first-order correction with application to pyridine molecule.

III. Computational Results

A. Equilibrium Geometries of S0, S1, and S2 states. To
accurately calculate the displacement that is difference between
ground-state and excited-state geometries for simulation of
absorption and fluorescence spectra, we need to optimize
the equilibrium geometries of three electronic states (ground
state S0(1A1), first excited state S1(1B1) and second excited state
S2(1B2)) in the equal footing. We adopt complete active space
self-consistent field (CASSCF) method with consideration that
pyridine consists of eight active electrons and seven active
orbitals including 4 doubly occupied orbitals and 3 virtual
orbitals. This selection was fully analyzed and its validity was
verified.40,41 Thus, the equilibrium geometries are optimized with
high precision at the level of CASSCF(8,7)/6-311++G** and
CASSCF(8,7)/aug-cc-pvDZ using both Gaussian03 and Molcas
7.2 packages, and both packages give basically the same results.
All 27 normal-mode frequencies for three electronic states are
computed to verify the optimized geometries as true minima of
their corresponding potential energy surfaces. Table 1 shows
geometry parameters (bond lengths and bond angles) of three
electronic states S0(1A1),S1(1B1) and S2(1B2) in comparison with
the experimental and the other theoretical calculations.

The measurement from electron diffraction and microwave
spectroscopy51 predicted that the ground state of pyridine
molecule has a planar structure and belongs to the C2v point
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group. Table 1 shows that the present calculations agree with
the experiment observation and the other theoretical simula-
tions.40-45 The Hartree-Fock method that does not include
correlation energy shows a little bit large discrepancy with
experiment and the other methods basically agree well with
experiment except that B3LYP gives Cs symmetry. The detailed
results with various theoretical methods for the optimized
geometries are discussed in the Supporting Information.

The geometry of the first excited state is optimized by the
CIS and CASSCF methods with 6-311++g** basis set, and
CIS’s result is not satisfactory as reported in the literatures. We
report CASSCF’s results in Table 1 in comparison with other
theoretical calculations. The present calculation does give the
same result as the others for bond lengths and bond angles within
C2 V symmetry. Furthermore, the present CASSCF(8,7) calcula-
tions agree well with the Roos’43 calculations with biggest active
space and most active orbitals. It can also be analyzed from
CASSCF calculations that the first excited state is a 1B1

symmetry showing a excitation from orbital of symmetry A1 to
B1, corresponding to a nfπ* transition, which confirms the
calculations from the literatures. For the transition from orbital
located mostly at the N atom to the anti-π orbital which has
node structures between atom C4, C5 and N11, C2 in the first
excited state. The angle of C1-N11-C2 rises by 10°, and bond
lengths of C4-C5 and N11-C2 rise by c.a. 0.03 Å in
comparison with their counterparts in ground state (numbering
of atoms given in Figure 1).

The geometry of the second excited state is optimized with
only CASSCF method in the 6-311++g** basis set; the present
optimization shows that S2 state also has a planar geometry of
C2v symmetry as in the previous theoretical calculations.40-42

The bond lengths and angles in the present CASSCF(8,7)
calculation agree with the previous theoretical calculations well.
It can also be analyzed from CASSCF calculations that the
second excited state is a 1B2 symmetry showing a excitation
from orbital of symmetry A1 to B1, corresponding to πfπ*
transition, which is consistent with the literature. For the
transition from π orbital delocalized in the plane to the anti-π
orbital delocalized in the plane, all bond lengths rise by nearly
0.04 Å, while bond angles do not change much in comparison
with the ground state geometry.

B. Normal-Mode Frequencies and Anharmonic Con-
stants. We calculate 27-normal-mode harmonic frequencies for
the three electronic states S0(1A1),S1(1B1) and S2(1B2) using the
MP2 and CASSCF methods, and we compute the corresponding
anharmonic constants only for ground state S0(1A1) using MP2
and B3LYP methods. We list the result only for ten total
symmetry A1 modes in Table 2. Full results for all 27 vibrational
normal modes are given in the Supporting Information.

We confirm all of the 27 harmonic frequencies that are
positive values, so that the geometries for all three electronic
states stand for the true minima of their corresponding potential
energy surfaces. In comparison with measured normal-mode
frequencies for ground state, both MP2 and CASSCF methods
show good agreement although the MP2 method is better than
the CASSCF method. The frequency difference for each normal
mode between the excited states (S1(1B1) and S2(1B2)) and the
ground state (S0(1A1)) is small, as shown in Table 2. This
guarantees that the displaced oscillator approximation can be
applied to simulate spectroscopy. The Huang-Rhys factors
defined in eq 2.14 are estimated for the first and second excited
states, respectively as shown in Table 2. Among 10 total
symmetry normal modes, five modes V6a, V1, V12, V13, and V2

contribute to spectra significantly for the first excited state and
four modes V6a, V1, V12, and V2 for the second excited state.
CASSCF and MP2 give satisfactory predictions for the most
contributing modes in our spectrum simulation. By following
the conventional scheme for the assignment of the vibration
modes,53 we find that there are the following typical vibration

TABLE 1: Key Equilibrium Geometries of Ground State (S0(1A1)), the First Excited State (S1(1B1)) and the Second Excited
State (S2(1B2)) in Experiment, the Present and the Other Theoretical Calculations (Bond Length in Å, Angles and Dihedral
Angles in deg)

method sym N11-C2 C2-C4 C4-C5 C1-N11-C2 N11-C2-C4 C2-C4-C5 C4-C5-C3

S0(1A1)
Expta C2v 1.338 1.394 1.392 117 124 120 118
RHF/6-31 g*b C2v 1.321 1.385 1.384 118 119 117 121
B3LYP/6-311 g** Cs 1.340 1.398 1.396 117 124 118 119
CAS(8,7)/6-311++g** C2v 1.336 1.399 1.397 118 124 119 118
CAS(6,5)/6-311 g**c C2v 1.320 1.384 1.383 118 123 118 119
CCSDd C2v 1.346 1.405 1.403 116 124 118 118
CAS(8,7)/6-31 g**e C2v 1.333 1.395 1.393 118 123 119 118

S1(1B1)
CAS(8,7)/6-311++g** C2v 1.373 1.371 1.441 129 116 120 119
CAS(6,5)/6-311 g**c C2v 1.368 1.351 1.432 128 116 120 119
eom-CCSDd C2v 1.369 1.387 1.434 129 115 121 119

S2(1B2)
CAS(8,7)/6-311++g** C2v 1.372 1.436 1.435 116 124 120 116
CAS(6,6)/6-311 g**c C2v 1.369 1.433 1.433 116 124 120 116
CAS(8,7)/6-31 g**e C2v 1.370 1.433 1.434 116 124 120 116
eom-CCSDd C2 V 1.380 1.438 1.437 113 126 120 115

a Reference 55. b Reference 52. c Reference 40. d Reference 41. e Reference 42.

Figure 1. Atom numbering for pyridine.
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modes as CC carbon-carbon stretching, CH carbon-hydrogen
stretching, CP in-plane ring bend, CO out of plane ring bend,
HP in-plane CH bending, and HO out of plane CH bending.
Their corresponding modes are shown in Table 2. For example,
the A1 symmetry mode for S1(1B1) excited state (Huang-Rhys
factor 1.408) corresponds to the vibration mode of 645 cm-1 in
the CASSCF method, which could be assigned as V6a mode,
namely a C-C stretching mode (CC).

Both anharmonic constants of the diagonal elements (�jj in
eq 2.16) and the third-order diagonal derivative (aj3 in eq 2.13)
with respect to normal mode coordinates are shown in Table 2,
and anharmonic constants are actually not large but they can
produce remarkable contribution to the spectra. We will see this
later. The signs of ηj appeared in eq 2.16 are determined by dj

multiplying aj3. Finally, we obtain all necessary quantities for
simulating absorption spectrum with eq 2.10 and fluorescence
spectrum with eq 2.11.

C. Excitation Energies. We show both the vertical and
adiabatic excitation energies in Tables 3 and 4, respectively.
Vertical excitation energies from calculation can be either larger
or smaller than the experimental measurement varying from ab
initio methods, while the adiabatic excitation energies are larger
than the experimental one for the S1(1B1) state. Do discrepancies
between experiment and calculated results totally come from
accuracy problem of electronic structure calculations? Is there

any dynamic effect that is not included in static property of
electronic structures? Especially, the adiabatic excitation energy
ωab appeared in eqs 2.10 and 2.11 comes from purely electronic
structure calculation, whereas ωab + Ωab that includes Ωab as a
dynamic effect should correspond to experiment-observed
excitation energy. The present work shows that this dynamic
effect comes from anharmonic contribution.

For the vertical excitation from ground state to the first excited
state, experiment spectrum predicted nf π* transition appeared
as a shoulder to the πfπ* transition which is the vertical
transition from ground state to the second excited state.
Therefore, the assignments of the nfπ* transition become
controversial. Villa et al.36 assigned that the nfπ* transition is
located at 4.44 eV, while Goodman et al.55 assigned it at 4.59
eV. Cai and Reimers41 considered fluorescence excitation
spectrum provided a realistic model of 1B1 absorption spectrum.
They extrapolated the observed fluorescence to zero signal and
estimated the vertical excitation energy for 1B1 to be 4.74 eV.
The theoretical methods cited in Table 3 basically estimated a
good agreement with experiment result except that the CASSCF
gets 5.68 eV, which is too large.

For the vertical excitation from ground state to the second
excited state, the experiment showed an allowed πfπ* transi-
tion, the peaks of which band maximum is located at 4.99 eV39

with the zero-point energy correction up to 5.13 eV. As can be
seen from Table 3, the TDDFT method tends to have higher
excitation energies than experiment one with the values of 5.47
eV and 5.58 eV, respectively. The CASSCF method shows the
best agreement with experiment one, and the other theoretical
methods CASPT2, CCSD and SAC-CI estimated the vertical
excitation energies lower than experiment one.

TABLE 2: Experimental (exp) and Calculated (mp2, cas/s0) Vibrational Frequencies in (cm-1) for Ground State, and the
Calculated Frequency Differences between S1(1B1) and S0(1A1) States (s1 - s0), and between S2(1B2) and S0(1A1) States (s2 - s0)a

vibration normal modes
with A1 symmetryb S0(1A1)c S1(1B1)c S2(1B2)c

exp mp2 cas/s0 �ii third-d |s1 - s0| S(s1) d(s1) |s2 - s0| S(s2) d(s2)

6a CP 601 604 645 -0.446 4 53 1.408 0.270 83 0.116 -0.078
1 CC 991 1007 1051 -0.601 -71 101 0.495 0.131 81 1.144 0.200
12 CP 1032 1043 1103 -0.522 65 121 0.541 0.168 126 0.114 0.077
18a HP 1072 1091 1148 -0.608 -30 58 0.002 0.014 60 0.001 0.012
9a HP 1218 1245 1308 -0.532 32 64 0.037 -0.072 38 0.007 -0.031
19a CC 1483 1506 1618 -3.894 -17 96 0.074 -0.077 77 0.000 0.005
8a CC 1584 1628 1722 -6.144d 127 65 0.024 0.028 65 0.009 0.017
20a CH 3030 3198 3318 -24.37e -1129 20 0.077 -0.072 25 0.038 -0.051
13 CH 3074 3212 3330 -29.95e 861 39 0.383 0.159 28 0.004 -0.017
2 CH 3094 3237 3353 -19.22e -1069d 45 0.120 0.088 25 0.219 0.120

a Calculated Huang-Rhys factors (S(s1) and S(s2)) and displacements (d(s1) and d(s2), in angstrom) for S1(1B1) and S2(1B2) states. Diagonal
elements of anharmonic constants (�jj in cm-1) and their corresponding third derivatives (3rd-d) for S0(1A1) state. b Mode nomenclatures from
ref 53 and mode classifications from ref 51. c With basis set 6-311++G** in theoretical calculations. d MP2 calculation at single point of
CASSCF optimized geometry. e Corresponding experiment values are about 60 cm-1 cited from ref 54.

TABLE 3: Calculated and Observed Vertical Excitation
Energies (in eV) for 1B1 and 1B2 Transitions, and Its
Discrepancies ∆ between Theory and Experiment with
Oscillator Strengths f

method 1B1 ∆(1) f(1) 1B2 ∆(2) f(2)

exp 4.59/4.45/4.74 0.003 4.99 0.029
Exp(ZPE corrected)a 4.75/4.61/4.90 5.13
CASSCF(8,11)/

aug-cc-pvdzb
5.68 0.78 5.2 0.07

CASPT2b 4.93 0.03 4.88 -0.25
CASPT2c 4.91 0.01 0.02 4.94 -0.19 0.04
CASPT2d 4.91 0.01 0.009 4.84 -0.29 0.018
SAC-CId 4.59 -0.31 0.0054 4.85 -0.28 0.04
CCSD(T)e 4.8 -0.1 0.01 4.81 -0.32 0.03
STEOM-CCSDf 4.91 0.01 4.82 -0.31
TD-B3LYPg 4.76 -0.14 5.47 0.34
TD-B3LYPb 4.83 -0.07 5.58 0.45

a Zero point corrected experimental vertical excitation energies.
b Reference 41. c Reference 56. d Reference 57. e Reference 58.
f Reference 59. g Reference 60.

TABLE 4: Calculated and Observed Adiabatic Excitation
Energies (Ead, in eV) for S1 and S2 States, and Its
Discrepancies ∆ between Theory and Experiment

method Ead(S1) ∆(1) Ead(S2) ∆(2)

Exp 4.31 4.76
CASSCF(8,7)/aug-cc-pVDZ 4.65 0.34 4.89 0.13
CASPT2/aug-cc-pVDZ 4.57 0.26 4.73 -0.03
CASPT2/aug-cc-pVDZa 4.41 0.1 4.67 -0.09
EOM-CCSD/aug-cc-pVDZa 4.68 0.37 5 0.24
CAS(8,7)/6-31G**b 4.56 0.25 4.76 0
CASPT2/aug-cc-pVDZa 4.43 0.12 4.57 -0.19
TD-B3LYPa 4.4 0.09 5.41 0.65

a Reference 41. b Reference 42.
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Regarding to oscillator strengths of the excitation, the
SAC-CI57 method obtained good results in accordance with
experiment, but the CASPT2 calculations43,56 get one order
wrong. In experimental observations, the oscillator strength of
nfπ* transition is approximately ten times smaller than that
of πfπ* transition. Thus, it leads to fact in which 1B1 band
intensity is much smaller than 1B2, and this results in that spectra
of 1B1 rises as the shoulder of 1B2 spectrum.

Table 4 shows the adiabatic excitation energies from the
ground state (S0) to the first excited state (S1) and to the second
excited state (S2), respectively. We utilize CASSCF(8,7)/ aug-
cc-pVDZ method to obtain adiabatic excitation energies as 4.65/
4.89 eV between S1 /S2 and S0 states with CASPT2 correction
down to the 4.57/4.73 eV. Actually, the present CASPT2 results
are very similar to the results obtained by Becucci et al. {42}
CASSCF(8,7)/ 6-31G** without the CASPT2 correction. As it
can be seen in Table 4, Cai and Reimers41 tried numerous
methods and different initial geometries to predict the adiabatic
excitation energies, and among their calculations the best one
is that adiabatic excitation energy is 4.41/ 4.67 eV for the first/
second excited states in comparison with the experiment
observation. We adopt the above adiabatic excitation energies
in simulation of spectra. Although the adiabatic excitation energy
is one of main parameters used in spectrum simulations, the
value of the band origin only reflects on the position shift of
the whole spectrum. However, we need the best static energies
from the calculations in order to predict accurate dynamic
correction to 0 -0 transition due to the anharmonic effect.

D. Absorption Spectra. We simulate the absorption spectra
for both S1(1B1) and S2(1B2) states as shown in Figures 2 and 4,
respectively, and the fluorescence emission spectrum for S1(1B1)
state as shown in Figure 3 within both displaced harmonic and
displaced anharmonic oscillator approximations. The tempera-
ture is taken as 298 K in the simulations as the experimental
spectra were obtained at room temperature. The present
CASSCF frequencies in Table 2 are utilized in both absorption
and fluorescence spectrum simulations for the two excited states.

The present dephasing constant γba in eqs 2.10 and 2.11 are
chosen as 25 and 600 cm-1 for the excited states S1(1B1) and
S2(1B2), respectively, which are similar to that of ref 40.

The main progressions of vibrational bands for the S1

absorption and fluorescence spectra come from V6a mode
accompanied by subcontributions from modes V1 and V12. The
Huang-Rhys factors for the modes V6a, V1, and V12 are 1.41,
0.5, and 0.54 (see Table 2), respectively, which produce the
main contribution for both absorption spectrum in Figure 2 and
fluorescence spectrum in Figure 3 within the observed spectrum
band region. The overall progressions of spectra are reproduced
by harmonic oscillator approximation as shown in Figures 2d
and 3d. In simulation of spectra with eq 2.10 for absorption
and eq 2.11 for fluorescence, we utilize the best static excitation
energy |ωab| ) 4.41 eV from Table 4 for the S1 state, the peak
position of the 0-0 excitation from harmonic oscillator ap-
proximation shows a big discrepancy with experiment observa-
tion for absorption spectrum (compare Figure 2a with d) and
for fluorescence spectrum (compare Figure 3a with d). When
we add anharmonic correction �jj (see Table 2) into eq 2.16
with �0/ - ∑j(�jj/4) ≈ 2/3 estimated from B3LYP method, we
obtain anharmonic quantities ηi in eq 2.13, signs of which are
determined by sign of djaj3 from Table 2. In this way, we obtain
spectrum shift Ω0 ) -523 cm-1 in eq 2.12 in which the minus
corresponds to red shift of spectrum as can be seen from Figures
2c and 3c. In fact, the anharmonic constants �jj computed from
Gaussian are not accurate enough (see Table 2) in which the
experiment values for the highest three vibrational-normal modes
(over 3300 cm-1) are two to three times bigger than computed
ones. With scaling scheme that is widely used in harmonic
frequency calculation, we make a factor of 3 to all anharmonic
constants �jj in Table 2 so that ηi in eq 2.13 becomes �3ηj i,
which leads to spectrum shift Ω0 )-�3j*523 cm-1. This results
in the correct peak position for 0-0 transition as well as the

Figure 2. S1(1B1)rS0(1A1) absorption spectrum of pyridine and the
simulation with eq 2.10. (a) Experimental data from ref 36. Spectrum
simulated from the present anharmonic correction with (b) �3ηj i and
(c) ηi for all 10 totalsymmetry modes. (d) Spectrum simulated from
the present harmonic oscillator approximation.

Figure 3. S1(1B1)rS0(1A1) fluorescence spectrum of pyridine and the
simulation with eq 2.11. (a) Experimental data from ref 38. Spectrum
simulated from the present anharmonic correction with (b) �3ηj i and
(c) ηi for all 10 total symmetry modes. (d) Spectrum simulated from
the present harmonic oscillator approximation.
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other peaks in spectra depicted in Figure 2b for absorption and
Figure 3b for fluorescence. We conclude that Ω0 ) -0.11 eV
is dynamic correction to static adiabatic excitation energy |ωab|
) 4.41 eV. At the same time, the anharmonic quantity η6a )
0.08 computed from eq 2.16 makes effective the Huang-Rhys
factor for absorption as S′6a ) S6a(1 + 3η6a) ) 1.75 and for
fluorescence as S′6a ) S6a(1 - 3η6a) ) 1.1, which leads to V6a

transition profiles and relative intensity changes as well, as
illustrated in Figures 2c and 3c. With factor of 3 scaling to
anharmonic constants �jj, we finally simulate absorption spec-
trum in Figure 2b and fluorescence spectrum in Figure 3b that
is in good agreement with experiment. The first-order anhar-
monic correction makes both spectra shift and profile change
simultaneously in the right direction in comparison with
experimental absorption and fluorescence spectra for S1 state.
The CASSCF frequencies are utilized in spectrum simulations
and overall spectra band widths are wider than experiment ones
mainly due to discrepancy of 6a-mode frequency between
calculation and experiment (about 45 cm-1 difference).

Let us now start to analyze the S2 absorption spectrum. The
largest Huang-Rhys factor for the S2(1B2) state listed in Table
2 is 1.14 for vibrational mode V1 accompanied by the other two,
0.116 for the mode V6a and 0.118 for mode V12. The highest
peak from experimental is assigned as the 10

2 vibronic transition,
while the present calculation shows 10

1 as the strongest transition.
The present harmonic displaced oscillator approximation simu-
lates absorption spectrum depicted in Figure 4d in which the
spectrum profile has two shoulders similar to what Cai and
Reimers simulated by including the Duschinsky effects as shown
in Figure 3 of ref 41. This probably means that Duschinsky
effects are not important. When we add anharmonic correction,
the two shoulders disappear and profile structure around peak
position turns to be in accordance with experimental spectrum
shape (compare Figure 4a with c). The spectrum shift is now
equal to Ω0 ) +281 cm-1 in eq 2.12 in which the plus
corresponds to blue shift of spectrum as can be seen from Figure
4c. With scaling of a factor of 2 to all anhramonic constants �jj

in Table 2, the spectrum shift becomes Ω0 ) �2j*281 cm-1 )
0.04 eV, which is in correct direction in comparison with
experiment 0-0 transition. Similarly, spectrum shape around
peak position is getting more close to experimental profile. As
η1 ) 0.066 cm-1 for mode 1, it is still too small to make
effective Huang-Rhys factor S′1 ) S1(1 + 3η6a) ) 1.34 larger
than 2 which is necessary for identifying 10

2 vibronic transition
as the strongest one. Nevertheless, the present anharmonic
correction make spectrum shift and profile change in the right
direction in comparison with experiment observation. The
harmonic displaced oscillator approximation with including
distorted effect in ref 40 did not show up detail structure around
peak position. We could conclude that the first-order anharmonic
correction does make an important contribution to absorption
spectrum for S2 state.

IV. Concluding Remarks

We have simulated both absorption and fluorescence spectra
for S1 state and absorption spectrum for S2 state of pyridine by
using both displaced harmonic and anharmonic oscillator
approximation. We found that the first-order anharmonic cor-
rection make a significant contribution to band shift and profile
changes of spectra for pyridine molecule. We have utilized both
CASSCF method to compute the equilibrium geometries of the
electronic ground and the lowest two-singlet excited states of
pyridine with their 27-normal-mode frequencies. All three
electronic states show a C2v symmetry, and calculation results

are basically the same as those from high-level Ab. initio
calculation in the literatures. This makes that the equilibrium
geometries from the present calculation are accurate enough to
be used for spectrum simulations.

The electronic structure calculations confirm that the S1(1B1)
and S2(1B2) states have nπ* and ππ* configurations, respec-
tively. Both cited vertical and calculated adiabatic excitation
energies of the S1(1B1) and S2(1B2) states are discussed and
analyzed by cross comparison with various theoretical calcula-
tions and experimental results. Basically, even the best calcula-
tions for static adiabatic excitation energies of the S1(1B3u) and
S2(1B2u) states differ from the experimental ones. With the
present anharmonic correction computed from B3LYP and MP2
methods, we could extract the excitation energies from dynamic
effect so that experiment excitation energies should include both
the calculated static excitation energies and dynamic shift.

The present studies indicate that, for the three electronic states
of pyridine, S0(1A1), S1(1B1), and S2(1B2), the frequencies of the
10 total symmetric normal modes only slightly differ from one
another. Furthermore, we obtain the transformation matrices that
transfer system from Jacobi to normal-mode coordinates for the
three electronic states, and we find that the corresponding
matrices for the 10 total symmetric modes are quite similar.
Thus, displaced harmonic and anharmonic oscillator approxima-

Figure 4. S2(1B2)rS0(1A1) absorption spectrum of pyridine and the
simulation with eq 2.10. (a) Experimental data from ref 39. Spectrum
simulated from the present anharmonic correction with (b) �2ηj i and
(c) ηi for all 10 total symmetry modes. (d) Spectrum simulated from
the present harmonic oscillator approximation.
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tions can be used for simulation. In fact, from Huang-Rhys
factors we conclude that the modes V6a, V1, and V12 contribute
S1 absorption and fluorescence spectra and S2 absorption
spectrum mostly, among which the main progression of S1 bands
comes from mode V6a and S2 bands comes from mode V1. This
agrees with experimental measurement. The present first-order
anharmonic corrections can only take into account diagonal part
of anharmonicity, and mode mixings (differ from Duschinsky
mode mixings) due to off-diagonal part of anharmonicity are
completely neglected as they belong to the second-order
anharmonic corrections. The conventional Herzberg-Teller
effect of intensity borrowing from the other nontotally sym-
metric vibrational modes and possible nonadiabatic coupling
due to conical intersection are not considered in the present
studies as the both have little effect to totally symmetric
vibrational modes.

In conclusion, simulations of absorption and fluorescence
spectra from the adiabatic S1(1B1) and S2(1B2) states show good
agreement with experimental observation with taking into
account the first-order anharmonic correction to harmonic
Franck-Condon simulation. Anharmonic correction plays the
most significant role for pyridine spectra in comparison with
distorted effects or/and Duschinsky effects.
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